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THE GENUINELY NONLINEAR GRAETZ–NUSSELT

ULTRAPARABOLIC EQUATION

S. A. Sazhenkov UDC 517.9

Abstract: We study a second-order quasilinear ultraparabolic equation whose matrix of the coefficients
of the second derivatives is nonnegative, depends on the time and spatial variables, and can change
rank in the case when it is diagonal and the coefficients of the first derivatives can be discontinuous.
We prove that if the equation is a priori known to enjoy the maximum principle and satisfies the
additional “genuine nonlinearity” condition then the Cauchy problem with arbitrary bounded initial
data has at least one entropy solution and every uniformly bounded set of entropy solutions is relatively
compact in L1loc. The proofs are based on introduction and systematic study of the kinetic formulation
of the equation in question and application of the modification of the Tartar H-measures proposed
by E. Yu. Panov.
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§ 1. Introduction
We consider the Cauchy problem for the quasilinear diffusion-convection equation of the form

ut + ∂xiai(x, t, u)− ∂xi(aij(x, t)∂xjb(u)) = 0, x ∈ Rd, t ∈ (0, T ), (1a)

with the initial data in L∞(Rd),
u|t=0 = u0(x), x ∈ Rd. (1b)

In (1), u is the sought function, while the flow vector a := (ai), the diffusion matrix A := (aij), and the
diffusion function b are given and satisfy the conditions

ai, Dxiai ∈ L4loc
(
R
d
x × (0, T );C1loc(Ru)

)
, aij ∈ C2loc

(
R
d
x × [0, T ]

)
, (2)

aij = aji, aij(x, t)ξiξj ≥ 0 ∀ ξ, x ∈ Rd, t ∈ [0, T ], (3)

b ∈ C2loc(R), b′(u) > 0 ∀u ∈ R. (4)

We assume a priori that the maximum principle holds for (1); i.e., for example, the inequality

uDxiai(x, t, u) ≥ −c1u2 − c2 for a.e. x ∈ Rd, t ∈ [0, T ] ∀u ∈ R (5)

holds for given functions with some positive constants c1 and c2 [1, Chapter I, Theorem 2.9].
In (1)–(5) and below we use the conventional rule of summation over repeated indices in products.

The derivative Dxi is defined by the formula

Dxig(x, t, u) = (∂xig(x, t, λ))|λ=u(x,t) ∀ g ∈ C1
(
R
d
x × (0, T )× Rλ

)
.

In particular, the derivatives ∂xi and Dxi are connected by the identity

∂xig(x, t, u) = Dxig(x, t, u) + ∂ug(x, t, u)∂xiu.
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We suppose that in the general case the rank d0 of A can be less than the dimension of R
d
x and

can vary with x and t in the case when A is a diagonal matrix, i.e., A = diag(a11(x, t), . . . , add(x, t)).
Thus, (1a) is an ultraparabolic equation. Such equations arise in fluid dynamics, combustion theory,
and financial mathematics (see the survey [2]). They describe in particular nonstationary transport of
substance or heat in the case when the diffusion effect in some spatial directions is negligibly small as
compared with convection [3]. These equations were first considered in Graetz’s article [4] and Nusselt’s
article [5].
In this article, under the additional condition of genuine nonlinearity (see Condition G below), using

the kinetic equation method and the notion of Tartar H-measure, we prove existence of a bounded
entropy solution to the Cauchy problem for (1a) and the relative compactness in L1loc of every set of
entropy solutions to (1a) uniformly bounded in the norm of L∞.
To state the notion of a bounded entropy solution, we introduce the notation Π := Rdx × (0, T ) and

note that, since (1a) is degenerate, the gradient ∇xu of a possible solution u ∈ L∞(Π) with respect to
the spatial variable can be understood only in the distributional sense. However, since A is symmetric
and nonnegative, A has a unique square root A1/2 = {αij}i,j=1,...,d which is a symmetric and nonnegative
matrix, too. Hence, applying the well-known methods for construction of a priori estimates for parabolic
equations (see [1, Chapter III, § 2; Chapter V, § 1]) and carrying out the formal derivation of the first
energy inequality for (1a), we can conclude that, for every function Φ ∈ C∞0 (Π), a possible solution u
to (1) satisfies a priori the inequality

‖A1/2∇x(Φu)‖L2(Π) ≤ c(Φ),
where the constant c = c(Φ) is independent of u. This means that, although a single derivative ∂xiu
for some or even all i = 1, . . . , d may fail to be locally summable on Π, the linear combinations of these
derivatives of the form αij∂xju belong to L

2
loc(Π). Therefore, the definition of an entropy solution should

be supplemented with the corresponding requirement of partial summability of ∇xu.
Now, we can define the notion of a bounded entropy solution to (1).

Definition 1. A function u = u(x, t) is an entropy solution to (1) if it satisfies the conditions

u ∈ L∞(Π), αij∂xju ∈ L2loc(Π), i = 1, . . . , d, (6)

and the integral entropy inequality

∫

Π

(ζtϕ(u) + ζxiqi(x, t, u)− ζϕ′(u)Dxiai(x, t, u)

+ζDxiqi(x, t, u) + w(u)∂xi(aij(x, t)∂xjζ)

−ζϕ′′(u)b′(u)(αil(x, t)∂xiu)(αlj(x, t)∂xju)) dxdt+
∫

Rd

ϕ(u0)ζ(x, 0) dx ≥ 0 (7)

for arbitrary functions ϕ, qi, and w such that

ϕ ∈ C2loc(R), ϕ′′(u) ≥ 0, ∂uqi(x, t, u) = ϕ′(u)∂uai(x, t, u), w′(u) = ϕ′(u)b′(u), (8)

and for every nonnegative function ζ ∈ C2(Π) vanishing in a neighborhood of the plane {t = T} and at
large values of |x|.
Definition 2. A function u is an entropy solution to (1a) if it satisfies the integral inequality (7)

for every function ζ ∈ C20 (Π).
Alongside (2)–(5), we also impose the following requirement on the functions ai, aij , and b called the

genuine nonlinearity condition:
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Condition G. The following requirement is satisfied for a.e. (x, t) ∈ Π: for arbitrary (ξ, τ) ∈ Rd+1
such that |ξ|2 + τ2 = 1 and aij(x, t)ξiξj = 0, the set

{λ ∈ R | τ + (aiλ(x, t, λ) + (1/2)b′(λ)aijxj (x, t))ξi = 0}
has Lebesgue measure zero.

Here and in the sequel ζλ = ∂λζ and ζxi = ∂xiζ ∀ ζ = ζ(x, t, λ). We denote by Sd the unit sphere in
R
d+1: Sd := {(ξ, τ) ∈ Rd+1 | |ξ|2 + τ2 = 1}.
The following two theorems are the main results of the present article:

Theorem 1. Let (1a) be a genuinely nonlinear equation in the sense of Condition G. Suppose that
the matrix A of the coefficients of the second derivatives satisfies one of the following two conditions:
(1) the rank d0 of A is constant or (2) A is diagonal; i.e., A = diag(a11(x, t), . . . , add(x, t)).
Then (1) has a bounded entropy solution for arbitrary initial data u0 ∈ L∞(Rd).
Theorem 2. Let (1a) be a genuinely nonlinear equation in the sense of Condition G. Suppose that

the matrix A of the coefficients of the second derivatives satisfies one of the two conditions: (1) the
rank d0 of A is constant or (2) A is diagonal; i.e., A = diag(a11(x, t), . . . , add(x, t)).
Then every set of bounded entropy solutions to (1a) bounded in L∞(Π) is relatively compact

in L1loc(Π).

Remark 1. Observe that the condition (2) in the statements of Theorems 1 and 2 does not exclude
the case when the rank of A = diag(a11(x, t), . . . , add(x, t)) is variable.

There are many articles on the genuinely nonlinear equations of a form similar to (1a). One of the
first results in this direction was obtained by Lax [6] who proved in 1957 that the Cauchy problem for
the equation ut + a(u)x = 0 has an entropy solution in the case when the function a = a(u) is convex
or concave. It was Lax’s article where the equations satisfying conditions like Condition G were called
genuinely nonlinear.
As regards its, this research is close to the articles by Tartar [7], Lions, Perthame, and Tadmor [8],

and Panov [9]. In [7] it was demonstrated that every bounded set of entropy solutions to the equation
ut+∂xiai(x, t, u) = 0, x ∈ R2, is relatively compact in L1loc

(
R
2
x×R+

)
. In [9] this result was generalized to

the case of arbitrary dimension d. In [8] the equations ut+∂xiai(u) = 0 and ut+∂xiai(u)−∂2xixjaij(u) = 0
were studied, where the matrix (a′ij) is nonnegative, and similar results on relative compactness in L1loc
were proven. Note that Condition G of this article is a generalization of the genuine nonlinearity condi-
tions in [7–9]. In those articles the genuine nonlinearity conditions were also called the nondegeneracy
conditions. Note also that for autonomous equations, i.e., for those in which the diffusion matrix A = A(u)
and the flow vector a = a(u) do not depend explicitly on x and t, the theory of well-posedness of the
Cauchy problems in the classes of bounded entropy solutions was constructed completely and without
constraints like the genuine nonlinearity condition in [10, 11]. Equation (1a) of this article is not au-
tonomous in the general case; in this connection, Theorem 1 is a new result on existence of solutions to
ultraparabolic equations.
The proofs of Theorems 1 and 2 are based on application of the kinetic equation method which enables

us to reduce quasilinear equations to linear scalar equations whose solutions are “distribution” functions
containing an additional “kinetic” variable (for example, see [8, 11–13]). Alongside this method, we apply
the theory of H-measures originally constructed by Tartar [14] and Gerárd [15] and further developed in
Panov’s article [9].

§ 2. A Kinetic Formulation of (1a)
We introduce a kinetic formulation for (1a) in a form similar to that of [11].

Problem K. Find a kinetic function f(x, t, λ) and nonnegative Borel measures m,n ∈ M(Π× Rλ)
satisfying the equation

ft + aiλ(x, t, λ)fxi − aixi(x, t, λ)fλ − b′(λ)∂xi(aij(x, t)∂xjf) + (m+ b′(λ)n)λ = 0 (9a)
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and the conditions

f(x, t, λ) =

{
1 for λ ≥ u(x, t),
0 for λ < u(x, t),

(9b)

sptm ⊂ {(x, t, λ) ∈ Π× Rλ : |λ| ≤ ‖u‖L∞}, (9c)

dn(x, t, λ) = |A1/2∇xu(x, t)|2dγu(x,t)(λ) dxdt (9d)

with some function u ∈ L∞(Π) such that A1/2∇xu ∈ L2loc(Π).
Here we denote by M(X) the Banach space of bounded Radon measures on some set X. In (9d) we

denote by γu(x,t) the parametrized Dirac measure on Rλ concentrated at λ = u(x, t).

The kinetic equation (9a) is understood in the distributional sense, i.e., in the sense of the integral
equality

∫

Π×Rλ

(ζt + aiλ(x, t, λ)ζxi − aixi(x, t, λ)∂λζ + b′(λ)∂xi(aij(x, t)∂xjζ))f dxdtdλ

+

∫

Π×Rλ

ζλb
′(λ) dn(x, t, λ) +

∫

Π×Rλ

ζλ dm(x, t, λ) = 0 (10)

in which ζ ∈ C20 (Π× Rλ) is an arbitrary test function.
Remark 2. By the obvious representation

ϕ(u(x, t)) = −
∫

R

ϕ′(λ)f(x, t, λ) dλ ∀ϕ ∈ C10 (R), (11)

the triple (f,m, n) is a solution to Problem K if and only if the function u in (9b)–(9d) is a bounded
entropy solution to (1a).

The further content of the article is as follows. In § 3 we introduce a family of H-measures corre-
sponding to an arbitrary weakly converging sequence of solutions to Problem K. In § 4 we formulate the
localization principle for H-measures (Theorem 3 and Corollary 1) and in § 5–§ 7 prove it. In § 8, using
this principle, we prove Theorem 2. In § 9 we prove Theorem 1.

§ 3. Tartar H-Measures
Let (fk,mk, nk), k ∈ N, be a sequence of solutions to Problem K such that the set of values of the

variable λ at which fk has jumps is uniformly bounded in some interval [−u∗, u∗], u∗ = const > 0. This
means that the corresponding sequence {uk} of entropy solutions to (1a) is uniformly bounded in L∞(Π)
and the estimate ‖uk‖L∞(Π) ≤ u∗ is valid. Extracting, if need be, a subsequence of k ∈ N, we define some
weakly* converging subsequences {fk} and {uk} and limit functions f ∈ L∞(Π × Rλ) and u ∈ L∞(Π)
such that

fk → f weakly∗ in L∞(Π× Rλ) as k ↗∞, (12)

uk → u weakly∗ in L∞(Π) as k ↗∞. (13)

It is obvious that f = 0 for λ < −u∗ and f = 1 for λ ≥ u∗. The lemma below implies that f is a monotone
nondecreasing right continuous function of λ. This structure of f enables us to use Panov’s theorem on
modification of the notion of Tartar H-measures [9, Theorem 3] and introduce a family of H-measures
associated with fk − f .
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Lemma 1. The function f in the limit relation (12) is the distribution function of a Young measure
νx,t ∈ Prob(Rλ) associated with the subsequence {uk}; i.e.,

f(x, t, λ) =

∫

Rs

1λ≥s dνx,t(s). (14)

Here Prob(Rλ) is the subset of M(Rλ) constituted by all nonnegative measures with the unit norm.
The notion of Young measures will be introduced in the proof of the lemma.

Proof. Let ζ ∈ C0
(
Π;C10 (Rλ)

)
be an arbitrary function. It follows from (12) that

∫

Π×Rλ

fkζλ dxdtdλ −→
k↗∞

∫

Π×Rλ

fζλ dxdtdλ. (15)

Representation (11) yields the equality
∫

Π×Rλ

fk(x, t, λ)ζλ(x, t, λ) dxdtdλ = −
∫

Π

ζ(x, t, uk(x, t)) dxdt. (16)

By Tartar’s theorem on Young measures [16, Chapter 3, Theorem 2.3], there is a bounded weakly
measurable mapping (x, t) 
→ νx,t from Π to Prob(Rλ) such that spt νx,t ⊂ {λ : |λ| ≤ u∗} and

lim
k↗∞

∫

Π

ζ(x, t, uk(x, t)) dxdt =

∫

Π

(∫

Rλ

ζ(x, t, λ) dνx,t(λ)

)
dxdt. (17)

The measure νx,t is defined for a.a. x and t and is called the Young measure associated with u
k.

Using the notion of the Stieltjes integral generated by the distribution function

g(x, t, λ) :=

∫

Rs

1λ≥sdνx,t(λ),

we can represent the right-hand side of (17) as
∫

Π

(∫

Rλ

ζ(x, t, λ) dνx,t(λ)

)
dxdt =

∫

Π

(∫

Rλ

ζ(x, t, λ)dλg(x, t, λ)

)
dxdt, (18)

where dλg(x, t, ·) is a parametrized Stieltjes measure on Rλ. By the theory of the Stieltjes integral, the
following equality holds for an arbitrary function ψ ∈ C0(Rλ):

∫

Rλ

ψ(λ) dλg(x, t, λ) = −
∫

Rλ

ψ′(λ)g(x, t, λ) dλ for a.e. (x, t) ∈ Π.

Applying it, we can rewrite the right-hand side of (18) in the form
∫

Π

(∫

Rλ

ζdλg

)
dxdt = −

∫

Π×Rλ

ζλg dxdtdλ. (19)

It follows from (15)–(19) that f and g coincide for a.e. (x, t, λ) ∈ Π× Rλ. �
Introduce the set

E :=
{
λ0 ∈ R | f(·, ·, λ)→ f(·, ·, λ0) strongly in L1loc(Π) as λ→ λ0

}
.

From [9, Lemma 4] and Panov’s theorem on modification of Tartar H-measures [9, Theorem 3] we
immediately obtain the following two assertions:
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Lemma 2. The complement of E in R is at most countable, and the limit relation fk(·, ·, λ) −→
k↗∞

f(·, ·, λ) weakly∗ in L∞(Π) holds for every λ ∈ E .

Theorem N. There exist a family of locally finite Radon measures {μpq}p,q∈E on Π × Sd and
a subsequence of {fk(λ)−f(λ)}, λ ∈ E , such that the following equality holds for arbitrary Φ1,Φ2 ∈ C0(Π)
and ψ ∈ C(Sd):

∫

Π×Sd
Φ1(x, t)Φ2(x, t)ψ(y) dμ

pq(x, t,y)

= lim
k↗∞

∫

Rd+1

F [Φ1(f
k(p)− f(p))](ξ)F [Φ2(fk(q)− f(q))](ξ)ψ

(
ξ

|ξ|
)
dξ ∀ p, q ∈ E . (20)

In the statement of Theorem N and below we denote by ϕ the complex conjugate of ϕ. Denote by F
the Fourier transform in x and t:

F [ϕ](ξ) =

∫

Rd+1

ϕ(x, t)e2πi(ξ0t+ξ1x1+···+ξdxd) dxdt

for every integrable function ϕ. We assume that if a function is defined originally only for t ∈ [0, T ]
then it is also defined beyond [0, T ] and is identically zero there. Also, sometimes we use the convenient
notation x0 := t.

Definition 3. The family of measures {μpq}p,q∈E is called the H-measure associated with the sub-

sequence {fk − f}.
According to the general theory of H-measures, we have the following properties:

Lemma 3. 1. For every finite set E := {p1, . . . , pn} ⊂ E , the set of measures (μpipj )i,j=1,...,n is
Hermitian nonnegative; i.e.,

μpipj = μ̄pjpi , 〈μpipj ,ΦiΦjψ〉 ≥ 0 (21)

for arbitrary Φ1, . . . ,Φn ∈ C0(Π) and ψ ∈ C(Sd), ψ ≥ 0 [14, Corollary 1.2].
2. The mapping (p, q) 
→ μpq is continuous from E × E to M(Π× Sd) [9, Theorem 3].
3. For arbitrary p, q ∈ E , the measure μpq is absolutely continuous with respect to the Lebesgue

measure on Π. As a functional on C(Π × Sd), it admits a natural extension to L2(Π, C(Sd)); there-
fore, the decomposition dμpq(x, t,y) = dσ

pq
x,t(y)dxdt holds. Here the mapping (x, t) 
→ σ

pq
x,t belongs

to L2w(Π,M(S
d)) and is determined uniquely from μpq [17, 18].

4. fk(·, ·, λ) →
k↗∞

f(·, ·, λ) strongly in L2loc(Π) for λ ∈ E if and only if μλλ ≡ 0 [14].

In Section 3 L2w(Π,M(S
d)) stands for the space of mappings x 
→ σx from Π to M(S

d) weakly
measurable with respect to the Lebesgue measure on Π with the norm

‖σ‖L2w(Π,M(Sd)) =
(∫

Π

‖σx,t‖2M(Sd) dxdt
)1/2

∀σ ∈ L2w(Π,M(Sd)).

§ 4. Statement of the Localization Principle for H-Measures
Theorem 3. Suppose that the matrix A of the coefficients of the second derivatives of (1a) satisfies

one of the following two conditions: (1) the rank d0 of the matrix is constant or (2) the matrix is diagonal;
i.e., A = diag(a11(x, t), . . . , add(x, t)).
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Then the H-measure μλλ associated with the subsequence {fk − f} satisfies the integral equality
∫

Rλ

( ∫

Π×Sd

d∑

i,j=1

b′(λ)aij(x, t)yiyjζ(x, t, λ,y) dμλλ(x, t,y)
)
dλ = 0 (22)

for every function ζ ∈ C0
(
Π× Rλ;C

(
S
d
y

))
and the integral equality

∫

Rλ

( ∫

Π×Sd

(
y0 +

d∑

i,j=1

(aiλ(x, t, λ) +
1

2
b′(λ)aijxj (x, t, λ))yi

)
β(x, t, λ,y) dμλλ(x, t,y)

)

dλ = 0 (23)

for every function β ∈ C0(Π× Rλ;C(Sdy)) which is odd in y; i.e., β(x, t, λ,−y) = −β(x, t, λ,y).
Corollary 1 (the localization principle). The support of the H-measure μλλ for a.e. λ ∈ R belongs

to the intersection of
{
(x, t,y) ∈ Π× Sd |

d∑

i,j=1

b′(λ)aij(x, t)yiyj = 0
}

and
{
(x, t,y) ∈ Π× Sd | y0 +

d∑

i,j=1

(aiλ(x, t, λ) +
1

2
b′(λ)aijxj (x, t, λ))yi = 0

}
.

Proof of Corollary 1. By the arbitrariness of ζ and nonnegativity of
∑d
i,j=1b

′(λ)aij(x, t)yiyj
and μλλ, it follows firstly from (22) that μλλ is supported in

{
(x, t,y) ∈ Π× Sd |

d∑

i,j=1

b′(λ)aij(x, t)yiyj = 0
}
.

By the assertion 3 of Lemma 3 and condition (2), we can secondly weaken the smoothness requirement
on the test function β in (23) in the variables x and t, namely it suffices to require β to be compactly
supported on Π (for all λ and y) and belong to the class L4

(
Π;C0

(
Rλ;C

(
S
d
y

)))
. In this connection, we

can take β to be the function (odd in y)

β(x, t, λ,y) =

(

y0 +
d∑

i,j=1

(aiλ(x, t, λ) +
1

2
b′(λ)aijxj (x, t, λ))yi

)

β21(x, t, λ), (24)

where β1 ∈ C0(Π× Rλ) is arbitrary. Thus, from (23) we derive the integral equality
∫

Rλ

( ∫

Π×Sd

(
y0 +

d∑

i,j=1

(aiλ(x, t, λ) +
1

2
b′(λ)aijxj (x, t, λ))yi

)2
β21(x, t, λ) dμ

λλ(x, t,y)

)

dλ = 0

which, by nonnegativity of the integrand and μλλ, implies that μλλ is supported in

{
(x, t,y) ∈ Π× Sd | y0 +

d∑

i,j=1

(aiλ(x, t, λ) +
1

2
b′(λ)aijxj (x, t, λ))yi = 0

}
. �
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§ 5. Proof of Theorem 3. Part I: Preliminaries
We start the proof with justification of the following auxiliary lemma:

Lemma 4. There is a Borel measureH ∈M(Π×Rλ) supported in I∗ = {(x, t, λ) ∈ Π×Rλ : |λ| ≤ u∗}
and such that the limit relation

mk + b′(λ)nk → H weakly∗ in M(Π× Rλ) as k ↗∞ (25)

holds for an appropriate choice of a subsequence {k} ⊂ N.
Proof. By (9a), (12), and (13), we have the uniform estimate

‖mk + b′nk‖(C2(Π×Rλ))∗ ≤ c∗ (26)

in which the constant c∗ is independent of k ∈ N. Since the measure mk + b′nk is nonnegative for
an arbitrary k ∈ N, we conclude that this measure has a unique natural extension to M(Π×Rλ) and that
the set {mk+b′nk}k∈N is uniformly bounded in the norm ofM(Π×Rλ) by a constant c∗ [19, Chapter III,
§ 3, Proposition 2]. It follows from this estimate that the limit relation (25) is valid for some subsequence
k ∈ N. The support of the measure H lies entirely in I∗, since the supports of the measures mk and nk
lie in I∗ for all k ∈ N. �
Alongside this lemma, in the proof of Theorem 3 we systematically use the theory of Riesz potentials

and zero-order pseudodifferential operators (p.d.o.), in particular the Riesz transform.
Recall [20, Chapter 5, § 1] that, for every function ϕ ∈ C∞0 (Rd+1), the Riesz potential Iα (0 < α <

d+ 1) is defined by the formula

F [Iα[ϕ]](ξ) = (2π|ξ|)−αF [ϕ](ξ).
The Hardy–Littlewood–Sobolev Theorem [20, Chapter 5, § 1] claims that the Riesz potentials are defined
on Lp(Rd+1) for an arbitrary p ∈ (1,+∞) and present bounded mappings from Lp(Rd+1) to Lq(Rd+1)
for q−1 = p−1 − α(d+ 1)−1; i.e.,

‖Iα[ϕ]‖Lq(Rd+1) ≤ cp,q‖ϕ‖Lp(Rd+1) ∀ϕ ∈ Lp(Rd+1). (27)

A zero-order p.d.o. A with symbol ψ ∈ C(Sd) is defined by the formula
F [A [ϕ]](ξ) = ψ(ξ/|ξ|)F [ϕ](ξ)

for a function ϕ ∈ C∞0 (Rd+1). The zero-order p.d.o. Rj (j = 0, . . . , d) with symbol −iξj/|ξ| is called
the Riesz transform [20, Chapter 3]. The zero-order p.d.o.’s are defined and bounded on Lp(Rd+1) for
an arbitrary p ∈ (1,+∞); moreover, the following estimate is valid [20, Chapter 3, Theorem 3]:

‖A [ϕ]‖Lp(Rd+1) ≤ cp‖ϕ‖Lp(Rd+1) ∀ϕ ∈ Lp(Rd+1). (28)

By the theory of p.d.o., the Riesz potentials and zero-order p.d.o.’s commute with each other with the
operators of differentiation and satisfy the following equalities for all admissible functions (for example,
for ϕ ∈ C∞0 (Rd+1)):

(Iα ◦Iβ)[ϕ] = Iα+β [ϕ] ∀α, β, α+ β ∈ (1, d+ 1), (29)

I1[∂xjϕ] = Rj [ϕ], j = 0, . . . , d, x0 := t. (30)

Also, note that if the symbol of the zero-order p.d.o. A : L2(Rd+1) 
→ L2(R
d+1) is an odd function,

i.e., ψ(−ξ/|ξ|) = −ψ(ξ/|ξ|), then A is an antiselfadjoint operator; i.e., the formula
∫

R
d+1
x,t

ϕ1 ·A [ϕ2] dxdt = −
∫

R
d+1
x,t

A [ϕ1] · ϕ2 dxdt (31)

is valid for arbitrary ϕ1, ϕ2 ∈ L2
(
R
d+1
x,t

)
.

The Sobolev Embedding Theorem and the above properties of the Riesz potentials yield the following
assertion [20, Chapter 5, Theorem 2]:
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Lemma 5. If p > d + 1 then the Riesz potential I1 is a compact operator from L
p
loc(R

d+1) to

Cloc(R
d+1). If 1 < p ≤ d + 1 then the Riesz potential I1 is a compact operator from L

p
loc(R

d+1) to

L
q
loc(R

d+1) for an arbitrary q ∈ [1, p(d+ 1)(d+ 1− p)−1).
Note that, applying the Plancherel Theorem to (20), we can equivalently define the H-measure {μpq}

by the formula
∫

Π×Sd
Φ1Φ2ψ dμ

pq(x, t,y) = lim
k↗∞

∫

Π

Φ1(f
k(p)− f(p))A [Φ2(fk(q)− f(q))] dxdt, (32)

where A is the zero-order p.d.o. in Rd+1 with symbol ψ.

§ 6. Proof of Theorem 3. Part II: Derivation of (22)
Denote Uλk (x, t) := fk(x, t, λ) − f(x, t, λ). By the limit relations (12), (13), and (25), from (10) we

derive the equality

∫

Π×Rλ

(ζt + aiλ(x, t, λ)ζxi

−aixi(x, t, λ)ζλ + b′(λ)∂xi(aij(x, t)ζxj ))Uλk dxdtdλ+
∫

Π×Rλ

ζλ dHk = 0, (33)

where Hk := m
k + b′(λ)nk −H and ζ ∈ C20 (Π× Rλ) is an arbitrary test function.

Multiply the above equality by
∫
Rp
ζ0(p) dp, where the function ζ0 ∈ C20 (R) is arbitrary. Since the

linear span of the set {ζ(x, t, λ)ζ0(p)} is dense in C20
(
Π× R2λ,p

)
, from (33) we obtain the equality

∫

Π×R2
λ,p

(ζt + aiλ(x, t, λ)ζxi

−aixi(x, t, λ)ζλ + b′(λ)∂xi(aij(x, t)ζxj ))Uλk dxdtdλdp+
∫

Rp

∫

Π×Rλ

ζλ dHkdp = 0, (34)

where ζ = ζ(x, t, λ, p) is a smooth compactly-supported test function.
The further justification of (22) is based on some special choice of the test functions in (34) and the

passage to the limit as k ↗ +∞.
Take ζ in the form

ζ(x, t, λ, p) = ζ1(x, t)ζ2(λ)(I2 ◦A )
[
ζ3(·, ·, p)Upk

]
(x, t), (35)

where ζ1 ∈ C20 (Π), ζ2 ∈ C20 (R), and ζ3 ∈ C20 (Π × Rp) are arbitrary and A is a zero-order p.d.o. with

an arbitrary symbol ψ ∈ C1(Sd). By the properties of p.d.o.’s in § 5, such choice of the test function is
admissible, since all integrals in (34) are defined correctly.
Applying (29) and (30), we arrive at the equality

∫

Π×R2
λ,p

(
ζ1tζ2(I2 ◦A )

[
ζ3U

p
k

]
+ ζ1ζ2(I1 ◦A ◦R0)

[
ζ3U

p
k

]
+ aiλ(x, t, λ)ζ1xiζ2(I2 ◦A )

[
ζ3U

p
k

]

+aiλ(x, t, λ)ζ1ζ2(I1 ◦A ◦Ri)
[
ζ3U

p
k

]− aixi(x, t, λ)ζ1ζ2λ(I2 ◦A )
[
ζ3U

p
k

]

+b′(λ)aijxi(x, t)ζ1xjζ2(I2 ◦A )
[
ζ3U

p
k

]
+ b′(λ)aijxi(x, t)ζ1ζ2(I1 ◦A ◦Rj)

[
ζ3U

p
k

]
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+b′(λ)aij(x, t)ζ1xixjζ2(I2 ◦A )
[
ζ3U

p
k

]
+ 2b′(λ)aij(x, t)ζ1xiζ2(I1 ◦A ◦Rj)

[
ζ3U

p
k

]

+b′(λ)aij(x, t)ζ1ζ2(A ◦Ri ◦Rj)
[
ζ3U

p
k

])
Uλk dxdtdλdp

+

∫

Rp

∫

Π×Rλ

ζ1ζ2λ(I2 ◦A )
[
ζ3U

p
k

]
dHk(x, t, λ)dp = 0. (36)

By Lemma 2, Upk −→k↗∞ 0 weakly
∗ in L∞(Π) for an arbitrary p ∈ E . Using this limit relation, applying

the Lebesgue Dominated Convergence Theorem, Lemmas 4 and 5, and dropping down to a subsequence
of {k} ⊂ N, if need be, we arrive at the equality

∫

R
2
λ,p

lim
k↗+∞

∫

Π

b′(λ)aij(x, t)ζ1ζ2(A ◦Ri ◦Rj)
[
ζ3U

p
k

]
Uλk dxdtdλdp = 0. (37)

By Theorem N and the fact that A ◦Ri ◦Rj is the zero-order p.d.o. with symbol −ψ(y)yiyj (y ∈ Sd),
from (37) we conclude that the following equality holds for arbitrary functions ζ1, ζ2, ζ3, and ψ defined
in (35): ∫

R
2
λ,p

∫

Π×Sd
b′(λ)aij(x, t)ζ1(x, t)ζ2(λ)ζ3(x, t, p)ψ(y)yiyj dμpλ(x, t,y) dλdp = 0. (38)

Note that the linear span of the set {ζ4(x, t, λ, p) = ζ2(λ)ζ3(x, t, p)} is dense in C20
(
Π × R2λ,p

)
and

take the test function ζ4 ∈ C20
(
Π× R2λ,p

)
to be the Kruzhkov function [10]:

ζε4(x, t, λ, p) :=
1

ε
ζ5(x, t)ζ6

(
λ− p
ε

)
ζ7

(
λ+ p

2

)
, ε > 0, (39)

where ζ5 is a smooth compactly-supported function in Π, ζ6 is a nonnegative even smooth function
compactly supported in the interval [−1, 1] and having the unit mean value, i.e., ∫ ζ6(λ) dλ = 1, and ζ7
is a smooth compactly-supported function on R.
Changing the variable p with κ = (p− λ)/ε, from (38) we derive

∫

R
2
λ,κ

∫

Π×Sd
b′(λ)aijζ1ζ5ζ6(κ)ζ7

(
2λ+ κε

2

)
ψ(y)yiyjdμ

λ(λ+κε)(x, t,y) dλdκ = 0. (40)

By the choice of the test functions ζ6 and ζ7, Lemma 2, the assertion 2 of Lemma 3, and the Lebesgue
Dominated Convergence Theorem, passing to the limit as ε↘ 0, from (40) we infer

∫

Rλ

∫

Π×Sd
b′(λ)aij(x, t)ζ1(x, t)ζ5(x, t)ζ7(λ)ψ(y)yiyj dμλλ(x, t,y)dλ = 0, (41)

whence, recalling that ζ1, ζ5, ζ7, and ψ are arbitrary, we immediately obtain (22).

§ 7. Proof of Theorem 3. Part III: Derivation of (23)
Introduce the regularizing kernel ω ∈ C∞0 (R) having the same properties as the function ζ6 defined

in the previous section. Denote

ωh(x) :=
1

hd
ω
(x1
h

)
. . . ω

(xd
h

)
, (. . . )h := (. . . ) ∗ ωh,

and

U
p
k,h(x, t) :=

(
U
p
k ∗ ωh

)
(x, t) =

∫

Rd

ωh(x− x̃)Upk (x̃, t) dx̃.
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Derivation of (23) is based on some special choice of the test functions in the integral equality (34).
Take the test function in (34) to be the function of the form

ζ(x, t, λ, p) = b′(p)
(
ζ1(I1 ◦A )

[
ζ2U

p
k,h

]) ∗ ωh, (42)

where ζ1 = ζ1(x, t, p, λ) and ζ2 = ζ2(x, t) are arbitrary smooth compactly-supported functions such that
ζ1 is symmetric in the variables λ and p, i.e., ζ1(x, t, λ, p) = ζ1(x, t, p, λ) for arbitrary λ and p, and A is
an arbitrary zero-order p.d.o. whose symbol ψ ∈ C1(Sd) is an odd function.
Since Upk,h is infinitely smooth in x, the chosen function ζ is an admissible test function for the

integral equality (34). Inserting it in (34) and using (29), (30), and the property 〈ϕ1h, ϕ2〉 = 〈ϕ1, ϕ2h〉,
we derive the equality

∫

Π×R2
λ,p

b′(p)
(
Uλk,hζ1t(I1 ◦A )

[
ζ2U

p
k,h

]
+ Uλk,hζ1(A ◦R0)

[
ζ2U

p
k,h

]

+
(
Uλk aiλ

)
h
ζ1xi(I1 ◦A )

[
ζ2U

p
k,h

]
+
(
Uλk aiλ

)
h
ζ1(A ◦Ri)

[
ζ2U

p
k,h

]

−(Uλk aixi
)
h
ζ1λ(I1 ◦A )

[
ζ2U

p
k

]
+ b′(λ)

(
Uλk aijxi

)
h
ζ1xj (I1 ◦A )

[
ζ2U

p
k,h

]

+b′(λ)
(
Uλk aijxi

)
h
ζ1(A ◦Rj)

[
ζ2U

p
k,h

]
+ b′(λ)

(
Uλk aij

)
h
ζ1∂xi(A ◦Rj)

[
ζ2U

p
k,h

]

+2b′(λ)
(
Uλk aij

)
h
ζ1xi(A ◦Rj)

[
ζ2U

p
k,h

]
+ b′(λ)(Uλk aij)hζ1xixj (I1 ◦A )

[
ζ2U

p
k,h

])
dxdtdλdp

+

∫

Rp

∫

Π×Rλ

b′(p)
(
ζ1λ(I1 ◦A )

[
ζ2U

p
k,h

])
h
dHk(x, t, λ)dp = 0. (43)

In all integrals in (43), but the one having the form
∫

Π×R2
λ,p

b′(p)b′(λ)
(
Uλk aij

)
h
ζ1∂xi(A ◦Rj)

[
ζ2U

p
k,h

]
dxdtdλdp, (44)

the passage to the limit as h↘ 0 is plain, for Upk,h →h↘0 U
p
k strongly in L

1
loc(Π). The corresponding limit

expression has the form

∫

Π×R2
λ,p

b′(p)
(
Uλk ζ1t(I1 ◦A )

[
ζ2U

p
k

]
+ Uλk ζ1(A ◦R0)

[
ζ2U

p
k

]

+Uλk aiλζ1xi(I1 ◦A )
[
ζ2U

p
k

]
+ Uλk aiλζ1(A ◦Ri)

[
ζ2U

p
k

]

−Uλk aixiζ1λ(I1 ◦A )
[
ζ2U

p
k

]
+ b′(λ)Uλk aijxiζ1xj (I1 ◦A )

[
ζ2U

p
k

]

+b′(λ)Uλk aijxiζ1(A ◦Rj)
[
ζ2U

p
k

]
+ 2b′(λ)Uλk aijζ1xi(A ◦Rj)

[
ζ2U

p
k

]

+b′(λ)Uλk aijζ1xixj (I1 ◦A )
[
ζ2U

p
k

])
dxdtdλdp

+

∫

Rp

∫

Π×Rλ

b′(p)ζ1λ(I1 ◦A )
[
ζ2U

p
k

]
dHk(x, t, λ)dp. (45)

The passage to the limit in (44) as h ↘ 0 (and then as k ↗ +∞) is based on the following three
lemmas:

Lemma 6. Let A be a zero-order p.d.o. with symbol ψ ∈ C1(Sd) and let B : L2(Rd+1) 
→ L2(Rd+1)

be the operator of multiplication by a function B ∈ C20 (R
d+1
x,t ); i.e., B[ϕ](x, t) = B(x, t)ϕ(x, t) ∀ϕ ∈

L2(Rd+1).
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Then the commutator [A ,B] := A ◦B −B ◦A is a continuous operator from the space L2
(
R
d+1
x,t

)

to W 1
2

(
R
d+1
x,t

)
and the operator ϕ 
→ ∂xi [A ,B][ϕ] (i = 0, . . . , d) has the structure

∂xi [A ,B][ϕ] =
d∑

j=0

(Aij ◦Bj)[ϕ] + Ci[ϕ] ∀ϕ ∈ L2(Rd+1), (46)

where Aij is the zero-order p.d.o. with symbol ψij ∈ C(Sd) defined by the formula

ψij(ξ/|ξ|) = ξi∂ψ(ξ/|ξ|)
∂ξj

, ξ ∈ Rd+1, (47)

Bj is the operator of multiplication by the function ∂xjB (here x0 := t), and Ci: L2(Rd+1) 
→ L2(Rd+1)
is some compact operator.

Remark 3. In terms of the variables yi := (ξi/|ξ|) ∈ Sd formula (47) takes the form

ψij(y) =
d∑

l=0

yi(δjl + yjyl)∂ylψ(y).

Lemma 6 was established in [14]. �
Lemma 7. Let ζ1 = ζ1(x, t, p, λ) and ζ2 = ζ2(x, t) be arbitrary smooth compactly-supported func-

tions such that ζ1 is symmetric in λ and p; i.e., ζ1(x, t, λ, p) = ζ1(x, t, p, λ) for arbitrary λ and p, and
let A be an arbitrary zero-order p.d.o. with symbol ψ ∈ C1(Sd) an odd function. Then the following
equality is valid:

2

∫

Π×R2
λ,p

b′(λ)b′(p)Uλk,haijζ1∂xi(A ◦Rj)
[
ζ2U

p
k,h

]
dxdtdλdp

=

∫

Π×R2
λ,p

Uλk,hb
′(λ)
(
aijζ1∂xi [A ◦Rj ,Z2]

[
b′(p)χUpk,h

]

+aijζ1ζ2xi(A ◦Rj)
[
b′(p)χUpk,h

]− (aijζ1)xiζ2(A ◦Rj)
[
b′(p)χUpk,h

]

−ζ2∂xi [A ◦Rj ,Z1ij ]
[
b′(p)χUpk,h

])
dxdtdλdp. (48)

Here Z1ij and Z2 are the operators of multiplication by the respective functions aijζ1 and ζ2 and
χ(x, t) = χλ,p(x, t) = 1(supp ζ1

⋃
supp ζ2)

(x, t). Note that χζ1 = ζ1 and χζ2 = ζ2.

Proof. Integrating by parts with respect to the variable xi (i = 1, . . . , d) in (44) (divided by 2) and
collecting the summands so as to form explicitly the commutator of the zero-order p.d.o. A ◦Rj and the
operator of multiplication by ζ2, we obtain the equality

∫

Π×R2
λ,p

b′(λ)b′(p)Uλk,haijζ1∂xi(A ◦Rj)
[
ζ2U

p
k,h

]
dxdtdλdp

= −
∫

Π×R2
λ,p

∂xi
(
Uλk,hb

′(λ
)
aijζ1)[A ◦Rj ,Z2]

[
b′(p)χUpk,h

]
dxdtdλdp

−
∫

Π×R2
λ,p

∂xi
(
Uλk,hb

′(λ)aijζ1
)
ζ2(A ◦Rj)

[
b′(p)χUpk,h

]
dxdtdλdp. (49)
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Integrating by parts with respect to xi (i = 1, . . . , d) the first of the integrals on the right-hand side
of (49) and using the product rule for differentiation in the second integral, we establish that the following
representation is valid for these two integrals:

−
∫

Π×R2
λ,p

∂xi
(
Uλk,hb

′(λ)aijζ1
)
[A ◦Rj ,Z2]

[
b′(p)χUpk,h

]
dxdtdλdp

−
∫

Π×R2
λ,p

∂xi
(
Uλk,hb

′(λ)aijζ1
)
ζ2(A ◦Rj)

[
b′(p)χUpk,h

]
dxdtdλdp

=

∫

Π×R2
λ,p

Uλk,hb
′(λ)aijζ1∂xi [A ◦Rj ,Z2]

[
b′(p)χUpk,h

]
dxdtdλdp

−
∫

Π×R2
λ,p

∂xi
(
Uλk,hb

′(λ)aijζ1ζ2
)
(A ◦Rj)

[
b′(p)χUpk,h

]
dxdtdλdp

+

∫

Π×R2
λ,p

Uλk,hb
′(λ)aijζ1ζ2xi(A ◦Rj)

[
b′(p)χUpk,h

]
dxdtdλdp. (50)

Using the product rule for differentiation and collecting the summands so as to form explicitly the
commutator of the zero-order p.d.o. A ◦Rj and the operator of multiplication by the product of functions
aijζ1, we find that the second integral on the right-hand side of (50) has the representation

−
∫

Π×R2
λ,p

∂xi
(
Uλk,hb

′(λ)aijζ1ζ2
)
(A ◦Rj)

[
b′(p)χUpk,h

]
dxdtdλdp

= −
∫

Π×R2
λ,p

Uλk,hb
′(λ)aijxiζ1ζ2(A ◦Rj)

[
b′(p)χUpk,h

]
dxdtdλdp

−
∫

Π×R2
λ,p

Uλk,hb
′(λ)aijζ1xiζ2(A ◦Rj)

[
b′(p)χUpk,h

]
dxdtdλdp

+

∫

Π×R2
λ,p

∂xi
(
Uλk,hb

′(λ)ζ2
)
[A ◦Rj ,Z1ij ]

[
b′(p)χUpk,h

]
dxdtdλdp

−
∫

Π×R2
λ,p

∂xi
(
Uλk,hb

′(λ)ζ2
)
(A ◦Rj)

[
b′(p)aijζ1Upk,h

]
dxdtdλdp. (51)

Integrating by parts with respect to xi (i = 1, . . . , d) in the third integral on the right-hand side of (51),
we find that this integral is representable as

∫

Π×R2
λ,p

∂xi
(
Uλk,hb

′(λ)ζ2
)
[A ◦Rj ,Z1ij ]

[
b′(p)χUpk,h

]
dxdtdλdp

= −
∫

Π×R2
λ,p

Uλk,hb
′(λ)ζ2∂xi [A ◦Rj ,Z1ij ]

[
b′(p)χUpk,h

]
dxdtdλdp. (52)
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Using (31) and the fact that the zero-order p.d.o.’s and the Riesz potentials commute with each other
and with the operators of differentiation with respect to xi, we obtain the following representation for
the last integral on the right-hand side of (51):

−
∫

Π×R2
λ,p

∂xi
(
Uλk,hb

′(λ)ζ2
)
(A ◦Rj)

[
b′(p)aijζ1Upk,h

]
dxdtdλdp

= −
∫

Π×R2
λ,p

(A ◦Rj)
[
∂xi
(
Uλk,hb

′(λ)ζ2
)](

b′(p)aijζ1Upk,h
)
dxdtdλdp

= −
∫

Π×R2
λ,p

∂xi(A ◦Rj)
[
Uλk,hb

′(λ)ζ2
](
b′(p)aijζ1Upk,h

)
dxdtdλdp. (53)

Insert (53) in the right-hand side of (51). Then insert the resulting representation in the right-hand
side of (50) and the result in the right-hand side of (49).
Thus, we conclude that (44) can be represented as

2

∫

Π×R2
λ,p

b′(λ)b′(p)Uλk,haijζ1∂xi(A ◦Rj)
[
ζ2U

p
k,h

]
dxdtdλdp

= 2

∫

Π×R2
λ,p

Uλk,hb
′(λ)aijζ1∂xi [A ◦Rj ,Z2]

[
b′(p)χUpk,h

]
dxdtdλdp

+2

∫

Π×R2
λ,p

Uλk,hb
′(λ)aijζ1ζ2xi(A ◦Rj)

[
b′(p)χUpk,h

]
dxdtdλdp

−2
∫

Π×R2
λ,p

Uλk,hb
′(λ)aijxiζ1ζ2(A ◦Rj)

[
b′(p)χUpk,h

]
dxdtdλdp

−2
∫

Π×R2
λ,p

Uλk,hb
′(λ)aijζ1xiζ2(A ◦Rj)

[
b′(p)χUpk,h

]
dxdtdλdp

−2
∫

Π×R2
λ,p

Uλk,hb
′(λ)ζ2∂xi [A ◦Rj ,Z1ij ]

[
b′(p)χUpk,h

]
dxdtdλdp

−2
∫

Π×R2
λ,p

U
p
k,hb

′(p)aijζ1∂xi(A ◦Rj)
[
b′(λ)ζ2Uλk,h

]
dxdtdλdp. (54)

Changing the notation of the variables p and λ in the last integral on the right-hand side of (54),
note that this integral and (44) coincide, since ζ1 is symmetric in p and λ.
Thus, from (54) we immediately obtain (48). �
Lemma 8. For every p < +∞ the following limit relation is valid:

∂xi
((
Uλk aij

)
h
− Uλk,haij

) −→
h↘0
0 strongly in Lploc(Π). (55)

Proof. The result of the lemma is immediate from [21, Lemma II.1]. �

368



We turn to studying the passage to the limit in (44) as h↘ 0. From Lemma 7 we obtain
∫

Π×R2
λ,p

2b′(p)b′(λ)
(
Uλk aij

)
h
ζ1∂xi(A ◦Rj)

[
ζ2U

p
k,h

]
dxdtdλdp

= −
∫

Π×R2
λ,p

2b′(p)b′(λ)∂xi
((
Uλk aij

)
h
− Uλk,haij

)
ζ1(A ◦Rj)

[
ζ2U

p
k,h

]
dxdtdλdp

+

∫

Π×R2
λ,p

Uλk,hb
′(λ)aijζ1∂xi [A ◦Rj ,Z2]

[
b′(p)χUpk,h

]
dxdtdλdp

+

∫

Π×R2
λ,p

Uλk,hb
′(λ)aijζ1ζ2xi(A ◦Rj)

[
b′(p)χUpk,h

]
dxdtdλdp

−
∫

Π×R2
λ,p

Uλk,hb
′(λ)(aijζ1)xiζ2(A ◦Rj)

[
b′(p)χUpk,h

]
dxdtdλdp

−
∫

Π×R2
λ,p

Uλk,hb
′(λ)ζ2∂xi [A ◦Rj ,Z1ij ]

[
b′(p)χUpk,h

]
dxdtdλdp

def
= I1h + I2h + I3h + I4h + I5h. (56)

By Lemma 8, the integral I1h vanishes as h↘ 0. From here and Lemma 6 we derive the limit relation

I1h + I2h + I3h + I4h + I5h

−→
h↘0

∫

Π×R2
λ,p

Uλk b
′(λ)aijζ1∂xi [A ◦Rj ,Z2]

[
b′(p)χUpk

]
dxdtdλdp

+

∫

Π×R2
λ,p

Uλk b
′(λ)aijζ1ζ2xi(A ◦Rj)

[
b′(p)χUpk

]
dxdtdλdp

−
∫

Π×R2
λ,p

Uλk b
′(λ)(aijζ1)xiζ2(A ◦Rj)

[
b′(p)χUpk

]
dxdtdλdp

−
∫

Π×R2
λ,p

Uλk b
′(λ)ζ2∂xi [A ◦Rj ,Z1ij ]

[
b′(p)χUpk

]
dxdtdλdp. (57)

Thus, in view of (56) and the limit relations (45) and (57), letting h↘ 0, from (43) we obtain the integral
equality

∫

Π×R2
λ,p

b′(p)
(
Uλk ζ1t(I1 ◦A )

[
ζ2U

p
k

]
+ Uλk ζ1(A ◦R0)

[
ζ2U

p
k

]
+ Uλk aiλζ1xi(I1 ◦A )

[
ζ2U

p
k

]

+Uλk aiλζ1(A ◦Ri)
[
ζ2U

p
k

]− Uλk aixiζ1λ(I1 ◦A )
[
ζ2U

p
k

]

+b′(λ)Uλk aijxiζ1xj (I1 ◦A )
[
ζ2U

p
k

]
+ b′(λ)Uλk aijxiζ1(A ◦Rj)

[
ζ2U

p
k

]

+(1/2)b′(λ)Uλk aijζ1∂xi [A ◦Rj ,Z2]
[
χU
p
k

]
+ (1/2)b′(λ)Uλk aijζ1ζ2xi(A ◦Rj)

[
χU
p
k

]
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−(1/2)b′(λ)Uλk (aijζ1)xiζ2(A ◦Rj)
[
χU
p
k

]− (1/2)b′(λ)Uλk ζ2∂xi [A ◦Rj ,Z1ij ]
[
χU
p
k

]

+2b′(λ)Uλk aijζ1xi(A ◦Rj)
[
ζ2U

p
k

]
+ b′(λ)Uλk aijζ1xixj (I1 ◦A )

[
ζ2U

p
k

])
dxdtdλdp

+

∫

Rp

∫

Π×Rλ

b′(p)ζ1λ(I1 ◦A )
[
ζ2U

p
k

]
dHk(x, t, λ)dp = 0. (58)

Using Theorem N, Lemmas 4–6, and the Lebesgue Dominated Convergence Theorem, we pass to the
limit as k ↗ +∞ in (58) (dropping down to an appropriate subsequence {k} ⊂ N, if need be):

∫

Π×Sd×R2
λ,p

b′(p)(ζ1(x, t, λ, p)ζ2(x, t)ψ(y)y0 + aiλ(x, t, λ)ζ1(x, t, λ, p)ζ2(x, t)ψ(y)yi

+(1/2)b′(λ)aij(x, t)ζ1(x, t, λ, p) (ψyr(y) + yrylψyl(y) + yrψ(y)) yiyjζ2xr(x, t)
+2b′(λ)aij(x, t)ζ1(x, t, λ, p)ζ2xi(x, t)ψ(y)yj

−(1/2)b′(λ)aijxr(x, t)ζ1(x, t, λ, p)(ψyr(y) + yrylψyl(y) + yrψ(y))yiyjζ2(x, t)
−(1/2)b′(λ)aij(x, t)ζ1xr(x, t, λ, p) (ψyr(y) + yrylψyl(y) + yrψ(y)) yiyjζ2(x, t)
+(1/2)b′(λ)aijxj (x, t)ζ1(x, t, λ, p)ζ2(x, t)ψ(y)yi) dμ

λp(x, t,y)dλdp = 0. (59)

Here and in the sequel the summation over r is carried out from r = 0 to r = d; moreover, x0 := t.
Choosing the test function ζ2 = ζ2N so as to have ‖ζ2N‖C1(Π) ≤ c and ζ2N → 1 a.e. in Π as N ↗ +∞

and using the Lebesgue Dominated Convergence Theorem, we conclude that the function ζ2 ≡ 1 is
an admissible test function for the integral equality (59). Thus, from (59) we obtain the equality

∫

Π×Sd×R2
λ,p

b′(p)(ζ1(x, t, λ, p)ψ(y)y0 + aiλ(x, t, λ)ζ1(x, t, λ, p)ψ(y)yi

−(1/2)b′(λ)aijxr(x, t)ζ1(x, t, λ, p)(ψyr(y) + yrylψyl(y) + yrψ(y))yiyj
−(1/2)b′(λ)aij(x, t)ζ1xr(x, t, λ, p)(ψyr(y) + yrylψyl(y) + yrψ(y))yiyj
+(1/2)b′(λ)aijxj (x, t)ζ1(x, t, λ, p)ψ(y)yi) dμ

λp(x, t,y)dλdp = 0. (60)

We take the test function ζ1 in the form (39) which is admissible, since such function is symmetric
in λ and p. Change the variable p in (60) with the variable κ = (p− λ)/ε and pass to the limit as ε↘ 0,
repeating the arguments carried out in § 6 in the derivation of the integral equality (41). Thus, from (60)
we deduce the equality

∫

Π×Sd×Rλ

b′(λ)ζ5ζ7(λ)ψ(y)(y0 + (aiλ + (1/2)b′(λ)aijxj )yi) dμ
λλ(x, t,y)dλ

−
∫

Π×Sd×Rλ

(b′(λ))2ζ5xrζ7(λ)aij(ψyr(y) + yrylψyl(y) + yrψ(y))yiyj dμ
λλ(x, t,y)dλ

−
∫

Π×Sd×Rλ

(b′(λ))2ζ5ζ7(λ)aijxr(ψyr(y) + yrylψyl(y) + yrψ(y))yiyj dμ
λλ(x, t,y)dλ = 0, (61)

where ζ5 ∈ C10 (Π), ζ7 ∈ C0(R), and ψ ∈ C1(Sd) are arbitrary test functions and ψ is odd.
The second integral in (61) vanishes by (22).
For the third integral in (61) we have
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Lemma 9. The following equality is valid:

∫

Π×Sd×Rλ

(b′(λ))2ζ5(x, t)ζ7(λ)aijxr(x, t)(ψyr(y)

+yrylψyl(y) + yrψ(y))yiyj dμ
λλ(x, t,y)dλ = 0 (62)

for arbitrary ζ5 ∈ C10 (Π), ζ7 ∈ C0(R), and ψ ∈ C1(Sd).
Proof. First consider the case when A is a diagonal matrix

A(x, t) = diag(a11(x, t), a22(x, t), . . . , add(x, t)), aii(x, t) ≥ 0 (i = 1, . . . , d).
In this case (62) has the form

∫

Π×Sd×Rλ

(b′(λ))2ζ5(x, t)ζ7(λ)
d∑

i=1

aiixr(x, t)y
2
i (ψyr(y)

+yrylψyl(y) + yrψ(y)) dμ
λλ(x, t,y)dλ = 0. (63)

Recall that, by Corollary 1, the measure μλλ is supported in

M1 =

{
(x, t,y) ∈ Π× Sd |

d∑

i=1

aii(x, t)y
2
i = 0

}

for a.e. λ ∈ R. Hence, we conclude that (63) is equivalent to the equality
∫

Rλ

d∑

r=0

∫

M1∩Mr2

(b′(λ))2ζ5(x, t)ζ7(λ)

×
d∑

i=1

aiixr(x, t)y
2
i (ψyr(y) + yrylψyl(y) + yrψ(y)) dμ

λλ(x, t,y)dλ = 0, (64)

where

M r
2 =

{
(x, t,y) ∈ Π× Sd |

d∑

i=1

aiixr(x, t)y
2
i �= 0

}
, r = 0, 1, . . . , d.

Given i = 1, . . . , d and r = 0, 1, . . . , d, consider the sets

M r
2i := {(x, t,y) ∈ Π× Sd | aiixr(x, t) �= 0, yi �= 0}

≡ ({(x, t) ∈ Π | aiixr(x, t) �= 0} × {y ∈ Sd | yi �= 0}).

The set M r
2 is a subset of

⋃d
i=1M

r
2i, since the inequality aiixr(x, t)y

2
i �= 0 at some point (x, t) ∈ Π is

possible only if there is at least one value i ∈ [1, . . . , d] such that aiixr �= 0 and y2i �= 0. Thus,

(
M1 ∩M r

2

) ⊂
(

M1 ∩
( d⋃

i=1

M r
2i

))

.

Consider M1∩M r
2i, i = 1, . . . , d, r = 0, . . . , d. We have y

2
i �= 0 and aiixr(x, t) �= 0, but aii(x, t)y2i = 0;

hence, aii(x, t) = 0. So, M1 ∩M r
2i = {(x, t) ∈ Π | aii(x, t) = 0, aiixr �= 0} × {y ∈ Sd | yi �= 0}. The set
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{(x, t) ∈ Π | aii(x, t) = 0, aiixr �= 0} is obviously a set of Lebesgue measure zero. It follows from here
and the embedding

(
M1 ∩M r

2

) ⊂
(

M1 ∩
( d⋃

i=1

M r
2i

))

=

(
d⋃

i=1

(
M1 ∩M r

2i

))

that M1 ∩M r
2 is a subset of M

r × Sd, where M r =
⋃d
i=1{(x, t) ∈ Π | aii(x, t) = 0, aiixr �= 0} is a set of

measure zero.
Thus, the integration with the respect to the H-measure μλλ in (64) is carried out over a set lying

in the direct product of the unit sphere Sd and a set of Lebesgue measure zero on Π. From here and the
fact that, by the assertion 3 of Lemma 3, the H-measure μλλ is absolutely continuous with respect to the
Lebesgue measure on Π, we obtain (64). The proof of the assertion of Lemma 9 in the case of a diagonal
matrix A is complete.
We turn to proving the assertion of the lemma in the case of a nondiagonal matrix with constant

rank d0. Since the matrix A is symmetric, nonnegative definite, and twice differentiable (as a function
of (x, t) 
→ A(x, t)), there is an orthogonal d×d-matrixQ(x, t) = (θij(x, t)) which transformsA to diagonal
form for arbitrary (x, t) ∈ Π: A(x, t) = Q∗(x, t)G(x, t)Q(x, t), G(x, t) = diag (g11(x, t), . . . , gd0d0(x, t),
0, . . . , 0), and gii > 0 (i = 1, . . . , d0). Moreover, since aij ∈ C2loc(Π), the theorem on the differential
properties of families of symmetric operators [22, Chapter II, Theorem 6.8] implies that we can choose Q
so as to have

θij ∈ C2loc(Π), gii ∈ C2loc(Π), i, j = 1, . . . , d. (65)

In the integral equality (22) and the third integral in (61), for all (x, t) ∈ Π we denote

Y0 = y0, Yi =

d∑

j=1

θijyj (i = 1, . . . , d). (66)

By above the operator Θ̃ : y 
→ Y defined by (66) is a unitary operator in Rd+1 for all (x, t) ∈ Π. The
family {Θ̃(x, t)} is twice continuously differentiable on Π. Hence, the vector Y = (Y0, . . . , Yd) belongs
to Sd for all (x, t) ∈ Π and y ∈ Sd. Moreover, Y depends smoothly on x and t.
Substituting Y for y and using the representation of the H-measure μλλ in the form dμλλ(x, t,y) =

dσλλx,t(y)dxdt (see the assertion 3 of Lemma 3), we conclude that (22) is representable as

∫

Rλ

( ∫

Π×Sd

d0∑

i

b′(λ)gii(x, t)Y 2i ζ̃(x, t, λ,Y) dσ̃
λλ
x,t(Y)dxdt

)

dλ = 0, (67)

where ζ̃(x, t, λ,Y) = ζ(x, t, λ, Θ̃∗(x, t)Y) and σ̃λλx,t(Y) = σλλx,t(Θ̃
∗(x, t)Y). Since ζ ∈ C0

(
Π × Rλ;C

(
S
d
Y

))

is arbitrary, ζ̃ is arbitrary as well and belongs to the class C0
(
Π× Rλ;C

(
S
d
Y

))
. By the above properties

of the mapping σλλx,t and the operator Θ̃, the measure-valued mapping σ̃
λλ is nonnegative and belongs to

the class L2w
(
Π,M

(
S
d
Y

))
. Thus, in terms of the vector Y, the integral equality (22) has the same form

as in case A is a diagonal matrix.
Introducing the notation (66) in the third integral of (61), we arrive at the equality

∫

Π×Sd×Rλ

(b′(λ))2ζ5ζ7(λ)aijxr (ψyr(y) + yrylψyl(y) + yrψ(y)) yiyj dμ
λλ(x, t,y)dλ

=

∫

Rλ

∫

Π

∫

Sd

(b′(λ))2ζ5ζ7(λ)
d0∑

i=1

(
giixrY

2
i + giiYiYixr

)
Ψr(Y) dσ̃

λλ
x,t(Y)dxdtdλ, (68)
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where Ψr(Y) is the expression obtained from ψyr(y) + yrylψyl(y) + yrψ(y) after substitution (66).

By (67), the H-measure dμ̃λλ(x, t,Y) = dσ̃λλx,t(Y)dxdt is supported in the domain

M1 =

{

(x, t,Y) ∈ Π× Sd |
d0∑

i=1

gii(x, t)Y
2
i = 0

}

for a.e. λ ∈ R. Consequently, (68) is equal to the sum of the integrals
∫

Rλ

∫

M1

(b′(λ))2ζ5ζ7(λ)
d0∑

i=1

giixrY
2
i Ψr(Y) dσ̃

λλ
x,t(Y)dxdtdλ

+

∫

Rλ

∫

M1

(b′(λ))2ζ5ζ7(λ)
d0∑

i=1

giiYiYixrΨr(Y) dσ̃
λλ
x,t(Y)dxdtdλ. (69)

Note that the values Yi are equal to zero on the set M1 for i = 1, . . . , d0, for gii is positive. Hence, both
integrals in (69) and the third integral in (61) vanish. The lemma is proven. �

By Lemma 9, it follows from (61) that

∫

Π×Sd×Rλ

b′(λ)ζ5(x, t)ζ7(λ)ψ(y0 + (aiλ(x, t, λ)

+(1/2)b′(λ)aijxj (x, t))yi)dμ
λλ(x, t,y)dλ = 0 (70)

which implies (23) in view of the arbitrariness of ζ5, ζ7, and ψ and the oddness of ψ. Theorem 3 is
proven.

§ 8. Proof of Theorem 2
It follows from Condition G and Corollary 1 to Theorem 3 that the H-measure μλλ is identically

zero for a.e. λ ∈ R. From here and the assertion 4 of Lemma 3 we conclude that fk(·, ·, λ) −→
k↗+∞

f(·, ·, λ)
strongly in L1loc(Π) for a.e. λ ∈ R and almost everywhere in Π×Rλ. Since fk can take only two values 0
and 1 and f is monotone nondecreasing and right continuous in λ for a.e. (x, t) and such that f ≡ 0 for
λ < −u∗ and f ≡ 1 for λ ≥ u∗, f has the form

f(x, t, λ) =

{
1 for λ ≥ ũ(x, t),
0 for λ < ũ(x, t)

(71)

with some function ũ ∈ L∞(Π), ‖ũ‖L∞ ≤ u∗. It follows from (11) and the limit relations (12) and (13)
that ũ coincides with the weak limit u = w- lim

k↗+∞
uk and ‖uk‖L2(Q) −→

k↗+∞
‖u‖L2(Q) for every measurable

set Q ⊂ Π. Therefore, uk −→
k↗+∞

u strongly in L2loc(Π) and hence in L
1
loc(Π). Theorem 2 is proven.

§ 9. Proof of Theorem 1
Introduce the parabolic approximation of (1):

ut + ∂xiai(x, t, u)− ∂xi(aij(x, t)∂xjb(u))− ε∂2xixiu = 0, ε > 0, (72)

which is closed with the initial data (1b).
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The basics of the theory of second-order parabolic equations claim [1] that (72), (1b) has a unique
smooth solution uε for every fixed ε > 0. The maximum principle and the first energy inequality yield
the following estimate:

−u∗ ≤ uε ≤ u∗ a.e. in Π, ‖A∇xuε‖2L2(Q) + ε‖∇xuε‖2L2(Q) ≤ c(Q), (73)

where Q ⊂ Π is an arbitrary bounded domain with a sufficiently smooth boundary and the constant
c(Q) is independent of ε.
Note that (72) admits a kinetic formulation of the form (9) in which

dmε(x, t, λ) = ε∂xiuε∂xiuε dγuε(x,t)(λ)dxdt, (74)

and we can choose a subsequence ε = εk such that the limit relations (12) and (13) hold for uεk and fεk .
Carrying out the same arguments as in the proof of Theorems 2 and 3 and Corollary 1 in § 4–§ 8 for this
kinetic formulation, we establish (dropping down to a subsequence of εk, if need be) that

uεk −→
k↗+∞

u strongly in L1loc(Π). (75)

Now, multiply both sides of (72) by ζϕ′(u), where ζ ∈ C2(Π) is an arbitrary nonnegative function
vanishing in a neighborhood of the plane {t = T} and at large |x| and ϕ ∈ C2loc(R) is an arbitrary convex
function, and then integrate over Π, to obtain the equality

∫

Π

(ζtϕ(uε) + ζxiqi(x, t, uε)− ζϕ′(uε)Dxiai(x, t, uε)

+ζDxiqi(x, t, uε) + w(uε)∂xi(aij(x, t)∂xjζ)

−ζϕ′′(uε)b′(uε)(αil(x, t)∂xiuε)(αlj(x, t)∂xjuε)
+εϕ(uε)∂

2
xixi

ζ − εζϕ′′(uε)∂xiuε∂xiuε) dxdt+
∫

Rd

ϕ(u0)ζ(x, 0) dx = 0. (76)

By the limit relation (75), the inequality

∫

Π

εζϕ′′(uε)∂xiuε∂xiuε dxdt ≥ 0

and the well-known lower semicontinuity property

lim
ε↘0

∫

Π

ζϕ′′(uε)b′(uε)(αil(x, t)∂xiuε)(αlj(x, t)∂xjuε) dxdt

≥
∫

Π

ζϕ′′(u)b′(u)(αil(x, t)∂xiu)(αlj(x, t)∂xju) dxdt

of convex functionals (for example, see [23, Chapter 1, § 1.1.3; Chapter 2, § 2.3, Proposition 2.3.2]), letting
εk ↘ 0, from (76) we derive (7). Theorem 1 is proven.
The author expresses his gratitude to Professor of Novgorod State University E. Yu. Panov for a series

of critical remarks and suggestions which enabled the author to improve the original text essentially. The
author is also grateful to I. V. Kuznetsov, his colleague from the Lavrent′ev Institute of Hydrodynamics
for many useful discussions.
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